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Do LLMs have a Theory of Mind (ToM)?

o Most research into LLM ToM uses developmentally-inspired evaluations and contrasts it with human performance (e.g., Kosinski, 2024).
» This approach conflates social proficiency (producing human-like responses) with ToM (a claim about representations of other minds).
» Here, we develop a framework to evaluate signatures of ToM: the presence of an abstract causal model that guides predictions and inferences.
o We test for three critical features of ToM: coherence, abstractness, and consistency (e.g., Gopnik & Meltzoff, 1997).
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Study 2: Is LLM ToM abstract?

o If LLM ToM uses abstract principles, then we would expect the same behavior across equivalent domains.
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Study 3: Is LLM ToM consistent? “Bayesian” Results “Validity” Results
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produce the target action to be explained. GPT-40 does not instantiate a consistent ToM across domains.
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